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A Fun Fact

"A drunk man will find his way home, but a drunk bird may get lost forever.”
— Shizuo Kakutani
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A Fun Fact

"A drunk man will find his way home, but a drunk bird may get lost forever.”
— Shizuo Kakutani

©Wikipedia ©StackExchange

A 2-D symmetric random walk on a lattice returns to the origin almost-surely, yet not
its 3-D counterpart [Pdlya, Math. Ann.'21].
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A Fun Fact

"A drunk man will find his way home, but a drunk bird may get lost forever.”
— Shizuo Kakutani

©Wikipedia ©StackExchange

A 2-D symmetric random walk on a lattice returns to the origin almost-surely, yet not
its 3-D counterpart [Pdlya, Math. Ann.'21].

Question : How to compute sound approx. of the returning probability of the bird?
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Problem Statement
o

Probabilistic Programming

Probabilistic Programs

Corw: while(n>0){n:=n—-1[1/3|n:=n+1}
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Problem Statement
o

Probabilistic Programming

Probabilistic Programs

Corw: while(n>0){n:=n—-1[1/3|n:=n+1}

"The crux of probabilistic programming is to treat normal-looking programs
as if they were probability distributions.”

— Michael Hicks, The PL Enthusiast
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Problem Statement
°

Quantitative Reasoning

Quantitative Reasoning about Probabilistic LOOPS  [kozen; Mclver, Morgan; kaminski]
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Problem Statement
°

Quantitative Reasoning

Quantitative Reasoning about Probabilistic LOOPS  [kozen; Mclver, Morgan; kaminski]

woCl(F)(o) & Exp[f(r) () F(ra)]

wp[n:=5](n) = 5
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Quantitative Reasoning

Quantitative Reasoning about Probabilistic LOOPS  [kozen; Mclver, Morgan; kaminski]

woCl(F)(o) & Exp[f(r) () F(ra)]

wp[n:=5](n) = 5

wp[n:=n—-1[/3ln:=n+1](n) = 1/3-(n—=1)+2/3-(n+1) = n+1/3
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Quantitative Reasoning about Probabilistic LOOPS  [kozen; Mclver, Morgan; kaminski]

woCl(F)(o) & Exp[f(r) () F(ra)]

wp[n:=5](n) = 5
wp[n:=n—-1[/3ln:=n+1](n) = 1/3-(n—=1)+2/3-(n+1) = n+1/3

wpwhile (n>0){n:==n—1[/3]n:=n+1}](1) = ?
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Problem Statement

°
Quantitative Reasoning

Quantitative Reasoning about Probabilistic LOOPS  [kozen; Mclver, Morgan; kaminski]

) Fr)]

wp[Cl(/) (o) & Exp[/(m)

wp[n:=5](n) = 5
13- (n—=1)4+2/3-(n+1) = n+1/3

wpln:=n—1[sln:=n+1](n) =
n+13(1) = [p<0]+[n>0]-(Y/2)"

wpwhile(n>0){n:=n—1[1/3]n:

wplwhile () {C}] (/) = IFp®;
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Problem Statement
o

Bounds on {fp

Bounding the Least Fixed Point

[ 2 Ffpds < u
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almost-sure termination (AST)
bounded expectations
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New Proof Rule for Lower Bounds
®0

Guard-Strengthening Rule

A New Proof Rule for Lower Bounds

Theo Guard-Strengthening Rule)

Coop: Wwhile(p){C} ~ Goop: While (') {C}
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A New Proof Rule for Lower Bounds

Theorem (Guard-Strengthening Rule)

Coop: Wwhile(p){C} ~ Goop: While (') {C}

¢ = ¢ L2 wp[G, I ([~¢]- /)
= Wp[[cloop]]( )

(Guard-Strengthening)

Corw: while (0 < n){
n=n—1[1/3]n:=n+1}
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A New Proof Rule for Lower Bounds

Theorem (Guard-Strengthening Rule)

Coop: Wwhile(p){C} ~ Goop: While (') {C}

¢ = ¢ L2 wp[G, I ([~¢]- /)
= Wp[[cloop]]( )

(Guard-Strengthening)

Gorw: while(0 < n){ ~s Qs while (0 < n< M){

n=n—1[/3ln:=n+1} n=n—1[/3sln:=n+1}
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New Proof Rule for Lower Bounds
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Guard-Strengthening Rule

A New Proof Rule for Lower Bounds

Theorem (Guard-Strengthening Rule)

while (@) {C} ~ Goop: While (') {C}

¢ = ¢ L2 wp[G, I ([~¢]- /)
= Wp[[cloop]]( )

Cloop :

(Guard-Strengthening)

while (0 < n < M){

~ me:
n=n—1[/3sln:=n+1}

while (0 < n) {

Corw:
n=n—1[1/3]n:=n+1}

wp[Cl 1 ((n<0]-1) = wp[Gory] (1)
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A New Proof Rule for Lower Bounds

Theorem (Guard-Strengthening Rule)

Coop: Wwhile(p){C} ~ Goop: While (') {C}

¢ = ¢ L2 wp[G, I ([~¢]- /)
= Wp[[cloop]]( )

(Guard-Strengthening)

Gorw: while(0 < n){ ~s Qs while (0 < n< M){

n=n—1[/3ln:=n+1} n=n—1[/3sln:=n+1}

wp[Cl 1 ((n<0]-1) = wp[Gory] (1)
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New Proof Rule for Lower Bounds
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Guard-Strengthening Rule

A New Proof Rule for Lower Bounds

Theorem (Guard-Strengthening Rule)

Coop: Wwhile(p){C} ~ Goop: While (') {C}

¢ = ¢ L2 wp[G, I ([~¢]- /)
= Wp[[cloop]]( )

(Guard-Strengthening)

Gorw: while (0 < n){ ~s Qs while (0 < n< M){

n=n—1[/3ln:=n+1} n=n—1[/3sln:=n+1}

wp[Cl 1 ((n<0]-1) = wp[Gory] (1)

mC

loop
m Easier to verify the uni. int. of {and the boundedness of expectations.

features a stronger termination property (e.g., becoming AST).
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New Proof Rule for Lower Bounds
oce

Guard-Strengthening Rule

Behind the Proof Rule

Theo (wp-Difference)

WplIClODP]] ( ) - Wpl[qoop]] ( ) =

wp[uwhite (o A ") { CH ([~p A ¢'] -

wp[while (¢ A ¢") { CH ([p A=¢'] -

Figure - Infinite prog. traces. Figure — Illustration of wp-Difference.

m Potentially applicable to sensitivity analysis and model repair.
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New Proof Rule for Lower Bounds
®0

Rule Properties

Properties of the Proof Rule

¢ = o =2 wp[G I (=¥l /)
(= Wpﬂcloop]] ()

(Guard-Strengthening)

m (Trivially) complete : where there's an [, there’'s a ¢’ (albeit not “good” enough).
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Properties of the Proof Rule

¢ = o =2 wp[G I (=¥l /)
(= Wpﬂcloop]] ()

(Guard-Strengthening)

m (Trivially) complete : where there's an [, there’'s a ¢’ (albeit not “good” enough).
= General: applicable to possibly divergent C,,, and unbounded expectations /, (:

w o8 :
0 n—1 n n+1 M

= <0l +[0<n<M-((1/2)" = (/2)")

Hark Stren.
VMEN: ly = wp[Qh1(n<0]-1) = wp[Cons] (1)
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Properties of the Proof Rule

¢ = o =2 wp[G I (=¥l /)
(= Wpﬂcloop]] ()

(Guard-Strengthening)

m (Trivially) complete : where there's an [, there’'s a ¢’ (albeit not “good” enough).
= General: applicable to possibly divergent C,,, and unbounded expectations /, (:

; 1 2 S
e
0 n—1 n n+1 M

by = (1< 0)+[0<n<M-((1/2)" = (1/2)")
Hark Stren.
YMEN: =< wp[QhI(n<0]-1) = wp[Gony] (1)
m Tight: the underapproximation error approaches 0 as ¢’ — ¢

[n<0]+[n>0]-(/2)" = Tim by = wp[Cor] (1)

Mingshuai Chen - Zhejiang University Lower Bounds for Possibly Divergent Probabilistic Programs OOPSLA 2023 - Lisbon, PRT 8/10
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Properties of the Proof Rule

¢ = o =2 wp[G I (=¥l /)
(= Wpﬂcloop]] )

(Guard-Strengthening)

m (Trivially) complete : where there's an [, there’'s a ¢’ (albeit not “good” enough).

m General: applicable to possibly divergent C,,, and unbounded expectations /, (:
: vs W 2
a4y

0 n—1 n n+1

N \\\\\J\\

= [n<0]+0<n<M-((/2)" - (1/2)")

Hark Stren.
YMeEN: ly =X wp[GhI([n<0]-1) = wp[Goru] (1)

m Tight: the underapproximation error approaches 0 as o’ — ¢ :

(1< 0] +[n>0]-(1/2)" = lim lu " wp[Gons] (1)
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New Proof Rule for Lower Bounds
oce

Rule Properties

Properties of the Proof Rule

¢ = o =2 wp[G I ([=¢]- /)
(= Wpﬂcloop]] )

(Guard-Strengthening)

m Automatable : reducible to probabilistic model checking for finite-state qoop :

while (x#0VYy#0Vz#0){
X=X—1@x=x4+10y=y—-10y=y+1dz=2z-1¢ z:=z+1}

éSEackExchange
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while (x#0VYy#0Vz#0){
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W -
©StackExchange

T ™ T —1
P =1- (i / / / dxdy dz ) = 0.3405373296. ..
2nm)3 J_nJ_rJ_r 3—cosx—cosy— cosz
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New Proof Rule for Lower Bounds
oce
Rule Properties

Properties of the Proof Rule

o = o

{2 Wp[Gopp] ([=2] - /)
(Guard-Strengthening)
(= Wpﬂcloop]] ()

m Automatable : reducible to probabilistic model checking for finite-state

e
while(x#0Vy#0Vvz#0){

loop :

X=X—1@x=x4+10y=y—-10y=y+1dz=2z-1¢ z:=z+1}
. 5 -

-~ 0=(100)
% =110
- =111

. - o B 0
©StackExchange

le_( 33/ // dx dy dz
@m)3 ) n)rl-n3

—1
) = 0.3405373296. ..
— COS X — COSy— cosZ

20 o
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New Proof Rule for Lower Bounds
o

Case Study

A “Real” Application : Zeroconf Protocol [(sohnenkamp et al. 2003]

,e
23 Freemindtronic

LI

Local Network D'j

=
0550 o mONS m Zeracnd
@’) e ok error|

@
é?)) (@:\% -'-a ©[Baier & Katoen 2008]
Figure — Self-configuring IP network. Figure — Markov-chain snippet (N = 4).

Cyc:  start = 1 established = 0§ probe = 0§
while ( start < 1 A established < 0 A probe < NAN > 4){
if (start=1){
{ start := 0} [0.5] { start := 0 established := 1} }
else { { probe := probe + 1} [0.001] { start := 1§ probe =0} } }
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New Proof Rule for Lower Bounds
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Case Study

A “Real” Application : Zeroconf Protocol [(sohnenkamp et al. 2003]

,e
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Figure — Self-configuring IP network. Figure — Markov-chain snippet (N = 4).

Cyc:  start = 1 established = 0§ probe = 0§
while ( start < 1 A established < 0 A probe < NAN > 4){
if (start=1){
{ start := 0} [0.5] { start := 0 established := 1} }
else { { probe := probe + 1} [0.001] { start := 1§ probe =0} } }

Pr(“starting within the loop guard, G terminates with established = 1") > 0.99999999999
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Cyc:  start = 1 established = 0§ probe = 0§
while ( start < 1 A established < 0 A probe < NAN > 4){
if (start=1){
{ start := 0} [0.5] { start := 0 established := 1} }
else { { probe := probe + 1} [0.001] { start := 1§ probe =0} } }
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Figure — Self-configuring IP network. Figure — Markov-chain snippet (N = 4).

Cyc:  start = 1 established = 0§ probe = 0§
while ( start < 1 A established < 0 A probe < NAN>4AN<10){
if (start=1){
{ start := 0} [0.5] { start := 0 established := 1} }
else { { probe := probe + 1} [0.001] { start := 1§ probe =0} } }

v
Pr(“starting within the loop guard, G terminates with established = 1") > 0.99999999999
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(Guard-Strengthening)

= a new lower bound rule based on wp-difference and guard-strengthening;

= Feng, Chen, Su, Kaminski, Katoen, Zhan : Lower Bounds for Poss. Divergent Prob. Prog. OOPSLA '23.
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(Guard-Strengthening)

= a new lower bound rule based on wp-difference and guard-strengthening;
m first lower bound rule admitting divergent loops with unbounded expectations;
m tight lower bounds for 3-D random walks on Z3 and the Zeroconf protocol.

More in the paper:
= how to find a “good” strengthening ¢/ = ¢?

= how to generate a non-trivial lower bound for qoop?

m corner cases where guard strengthening is insufficient;
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